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ABSTRACT

This report describes and evaluates a practical computer based
method for translating data concerning:
1, the location of each school to be serviced by a bus fleet,
2, the locations and numbers of students to be transported to
each school,_
3., the time interval during which the students are to be
transported, and
4, the available bus facilities
into a set of bus f6u£é§ ﬁﬁich sﬁecif& scﬁoﬁi;ﬁé-ééhbbl seQLZ;ZIEg of
éach bus and the stop-to-stop route to be followed in traveling to
every school, Each route is designed in such a way that the bus
capacity and studert riding time constr#ints are satisfied while
attempting not only to minimize the cotal bus travel time (including
running empty) for a school but also to minimize the number of routes
required to service all the stops associated with the school. The
mathematical models developed were programmed in FORTRAN IV for use on
a CDC 6400 computer and were applied to four schools in the Williamsville
New York Central School District. An efficient routing system

involving 6 possible bus route origins and 96 stops was developed for ome

of these schools in 61 seconds on a CDC 6400 computer.
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I.. INTRODUCTION:

School districts are aware of the power of the digital computer as
a tool for both reducing cost and improving service in the management
of their_educational programs. The computer has already proven its worth
in financial accounting, in persommel administratioa, in class scheduling,
and in plamning school construction.

"One area of school administration which has not yet been adequately
served by the capability of the computer is the management of the
transportation system. Since the cost of procurement, maintenance, and
operation of a bus fleet requires a large portion of a school district's
budget, the director of transportation is expected to minimize these
costs while simnltaneously providing an acceptable level of service.

| At present mosg t schools prepare bus routes and schedules manually
by using a large map of the district and a listing of the school census.
Since a single school may have as many as two hundred bus stops and a
district asvmany as twenty-five schools, this procedure is not only time
-consuming but requires an excessive amount of administrative talent
.which could be better utilized in other endeavors. Moreover, the quality
of the bus routes prepared by hand is a function of the scheduler s
experience, i e. the best routes are usually prepared by the most ex-
perienced schedulers. | B

In addition to the bus schedullng problem, school administrators

'are alao interested in being able to evaluate the sensitivity of current
_fleet operations to various changes. For example, it woulcl be useful to
mbe able to easily examine how population fluctuations, a change in bus
fleet size, a change in school boundaries, or a change in policy con-

cerning the maximum allowable walking distance would affect bus operations.



Therefore, a great need exists for some means for generating school bus
routes and schedules efficiently.
This dissertation describes and evaluates a computer based

methodology for translating data concerning:

1. the identification and location of each schcol which is to
be serviced by the bus fleet,
2, the location and number of students to be transported
to each school,
3. the time interval during which students are to be
“"“‘transported, and

4., the available bus facilities

into a set of bus routes which specify school-to-school sequencing of
each bus and the stop-to-stop route to be followed in traveling to the
séhool. Each route is designed in such a manner that the bus capacity
and maximum allowable student riding time constraints are satisfied
while attempting to not only minimize the total bus travel time (includ-
ing running empty) for a school but also to'minimize the number of routes
required to service all the stops associated with the school.

The output of the computer program based upon this methodology is
the detailed information needed to prepare specific bus schedules and
bus passes for each student. Im addition it provides a means for de-
termining overﬁll measures of schedule performance as total travel time,
average riding time, average bus load, etc. These performance measures
coupled with the inexpensive ard rapid computer development of a complete
set of bus routes for a school district make feasiblé a quantitative
evaluation of the effect of any administrative policy changes on the

transportation system,



The computer model makes operationally feasible the generation of
bus routes and schedules immediately prior to the start of the school
year when knowledge of transportation demands is most accurate. More-~
over, it provides a tool for evaluat;.ing Alternative new school sites in

a district experiencing significant population growth.



II. LITERATURE REVIEW

A. School Bus Roufing Problém

A review of the 1iter#ture concerned with school transportatidn'
reveals that most of the étudies conﬂucted in this area deal with
standards for school‘busés, methods of éilocating‘funds to school dis-
tricts for tramsportation purposes, surveys of the status and philosophy
of school tramnsportation in various geographic regions, and examination
of legislation affecting schdol transportation. The absence of extensive
literature dealing with the school bus routing problem indicates that
either interest in this problem area is relatively recent or that a 1a¥ge
portion of the attempts at developing a general method for school bus
routing have proved to be fruitless and have £herefore not been reported.

Dantzig, Fulkerson, and Johnson12 gave the allusion that the problem
of using a digital computer to design school bus routes was simple and
straightforward. Intrigued by this, Boyers attempted to solve a five
stop school bus problem by applying the simplex algorithm. Because the
application of a linear programming technique to the problem seemed to
be highly impractical, he developed the Sequential Steps Methods. This
procedure is based upon the premise that all students should be tran-
sported the shortest possible distance to school. Each route starts at
the bus stop which is the farthest distance fxrom the school and procéeds
along the shortest path to the school in such a manner that no'isolated.
bus stops are created and tﬁat a bus stdb is assigned to only one route.

Thompson34 tested the effectiveness of the Sequential Steps Method
in determining school bus routes for a hiypothetical school. He learned
trhat although student riding time was lowered, this method tended to

generate more routes for a school than other manual methods favored by

4



the transportation personnel participating in the study. Although this
method was sequentiali it was not amenable to computer programming.
ﬁoreover,.it made no provision for imposing bus capacity and passenger
riding time constraints,
BOygr§’7 described a procedure for designing school bus routes in
.which a set 6f bus routes or a route system is developed manually. A
computer is then use@ to list all possible ways in which the stops of a
bus route can be visited. By inmspection, the best permutation for each
individual route of the route systeﬁ is determined. After several
-arbitrary route systems have been analyzed in tnis manner, the best
route system is selected.
...Since this method requires a great deal of manual work and pgrsonal
- judgement, it offers iittle improvemént over the current manual methods
.of designing bus routes and schedules. Moreover, this method makes no
provision for imposing a passenger riding time comstraint.
-_xTillman35:applied the technique of dynamic programming to the school
bus routing problem in which all routes start and end at the school. 1In
this. formulation stage j was the numbexr of the bus being loaded or the
,numbér,of the route being designed, the decision variable was the_number‘
...0f stops made by bus j or ;hé number of stops assigned to route j, the
. stage input was. the number of stops hqt yet serviced at stage j, and the
. return obtained at each stage was the minimum number of miles t;avelgd
by bus j. The objective was to minimize the sum of the returns subject
..to-a ﬁus capacity,constraint. Using this method, an optimum solqtioq
was obtained for a problem invplving five bus stops, three buses, and
. -forty students.

-Although dynamic programming guarantees an optimal solution and



allows the interstop travel time matrix to be asymmetric, it is am
impractical method because of the extremely large number of calculations
which have to be performed for even relatively small school bus routing
problems.

29,30 described a practical method for generating

Newton and Thomas
school bus routes and schedules by computer. Given the matrix of inter-
‘stop travel times, which may be asymmetric, bus routing is accomplished
by a two step procedure. First, a single near-optimal route which starts
aﬁ the school, visits every stop once, and terminates at the school is
determined. This route, the solution of the traveling-salesman problem
associated with the given set of bus stops, is then partitioned into
‘individual bus routes which satisfy bus capacity, bus loading policy,
and passenger riding time constraints. The order of the route determined
in step one is preserved during the partitioning process and all routes
originate and terminate at the school. This heuristic procedure has
been used to solve an eighty stop probleg in approximately six minutes
‘on a 7090 computer.

Davis15 described a branch and bound algorithm for solving the
gschool bus routing problem in which the interstop travel time matrix is
symmetric, bus capacity and passenger riding time constraints are imposed,
" and all routes start and end at the school. This procedure partitioned
the set of all possible routes into mutually exclusive subsets of routes
by soclving a'sefies of transportation problems. The cost of each sub-
set was the total traveling time required by the optimum solution to the
transportation problem associated with the subset.

Although this method is amenable to computer pfogramming and guaran-

tees an 6ptima1 solution, it proved to be an impractical ome. For



exemple, an attempt to solve & thirteen stop bus problem, whose interstop
travel time matrix was.symmetric, subject only to a bus capacity con-
straint from.l4 was abandoned when no feasible solution was obtained after
approximately eighteen minutes CDC 6500 time had been spent on the

problem.

B. Delivery Problem

Considerably moie information is available on the closely related
delivery problem}’s’g’lo’14’16’18’21’36. The delivery problem is concerned
with the determination of routes for a vehicle, initially located at a
depot, which visits & number of delivery or pickup points and returns to
the depot. Since the capacity of the vehicle is less than the total
quantity éf goods which must be transported, several trips must be made.
‘The delivery problem usually is not subject to a traveling time or dis-
tance constraint whereas the school bus routing problem is nearly always
constrained by both bus capacity and maximum allowable student riding
time.

Balinski and'Quandt1 formulated the delivery problem as an integer
prdgtammiﬁg problem, Although this method guarantees an .ptimal solution,
it is undesirable because of the large number of variables and constraints
reqdired to express a delivery problem involving relatively few stops.
beebver, the available integer programming algorithms are often unable
to achieve solutions to even moderately large problems even though
theofééidally they should always determine the optimum solution.

21

:HaYeé applied the branch and bound method of Little, Murty, Sweeney,

27 to the delivery problem. This procedure partitioned the set

‘and Rarel
of all possible routes into mutually exclusive subsets by either assign-

ing'ér not assigning a particular link to a route. The cost of each

7



subset was the minimum possible total length of any set of routes contain-
ing the 1ink‘assignment‘asgociated with thé subset.

Although this method guarantees an optimal solution and ia amenable
to compﬁter pfogramming, it alsé is an 1mpraétical’method because a large
number of time consuming operations must be performed. For example, an
attempt to solve the thirteen stop problem froml4 was abandbngd.when no
solution was obtained after ome hour was spent on the ControllData G~21

computer.

14 described a heuristic procedure for solving the

Dantzig and Ramser
delivery problem when all trucks have the same capacity. After the
delivery points. are arranged in numerically ascending qyde; witﬁvrespgct
to demand and the number of stages required pg,agh;gve:solqtipn_ﬁgsjbggn
calculated, this algorithm synthesizes routgs-pyiglgpage-wise aggregation

.of the delivery points, i.e. in stage one,pairs. of points are joined, in
stage K, groups. of K points are joined to other groups of K points. At
each stage the points afe combined in such a manner that truck capgc;ty
.. Although this method is sequential and smensble to computer pro-

. grasming, personal judgement may be required in adjusting F?ie- final
solution vhish may not be uniquely defined. Moreover, this procedure
places more emphasis on. insuring that the trucks are loaded to!gapﬁg?ty
than gp‘minimizing_the total distance traveled. _Iqﬁg}go‘qppggrsAFan
this algorithm would_;equ;re cqnsidgpablg glte:atiqn tqvhangyéhthg‘;A

.. - agymmetric case because direction is not congide:ed;wﬁeg the interstop

- distance matrix is searched to determine the minimum entry. 'Thiggmgghpd

would. probably be quite time consuming in solving problems _wp._iéh involve

more. than 20-30 stops. Each eptﬁy_qf the distance table in stage K,

o 8




where X = 2,3,...,8 and N is' the number of stages required, contains the
shortest route which starts at the depot, visits 2K points and returns to
the depot. Therefore, many traveling-salesman problems must be solved at
each stage. For example, if after 2 stages 100 stops are aggregated into
25 groups of 4 stops each, then the distance table for stage 3 requires
the solution of 300 traveling-salesman problems of 9 stops.

Clarke and Wrigptg described a heuristic procedure for solving the
delivery problem when all vehicles do not have the same capacity. After
the demand points are arranged in nqmerically ascending order with
respect to distance from the origin, the algorithm assigns each stop to
one vehicle or route. 'Then each pair of points is examined to determine
the savings which would result if they were linked together on the same
route instead of being assigned to_different routes. A savings calcu-
lation is made only for those points, currently linked to the origin,
which could be assigned to the same route without violating vehicle
capacity constraints. The two points associated with the maximum savings
are then assigned to the same route. After repeating the procedure
until no further savings can be calculated, the resulting set of routes
is the solution to the problem.

This method is amenable to computer programming and appears to be
efficient for solving the delivery problems in the literature. However,
it cannot be readily exﬁended to handle the case of the asymmetric
interstop distance matrix because direction is not considered in calcu-
lating the savipgs or the criteriqn for accepting or rejecting the
linkage of two points on the same route. Moreover, the largest problem
for .which sblution success with this method has been reported is ome

involving thirty-two st0psls.



“;Cochran10’36

Wrightg. The first Change_permits the reassignment of vehicles to in-

‘made two modifications to the algorithm of Clarke and

dividual routes each time a vehicle becomes available as a result of the
linkage of two points on the same route. The second change allows an
upper bound to be placed upcn the length of any route. Although the
first modification insures that the vehicles will be more fully utilized

and the second modification is a useful one, neither the probability of

'rééching optimality nor the efficiency of the élgorithm is increased by

their inclusion.

"Brauna described a simulation approach to the delivery problem.

First, delivery points are randomly assigned to an individual route sub-

ject'tb the vehicle capacity constraint., Each route is then improved
b§ applying a traveling-salesman algorithm, After a specified number of
sets ‘'of routes are developed in this manner, the set which covers the
least number of miles is selected as the solutionm.

" Although this procedure is simple and amenable to computer pro=-

gramming, it proved to be less efficient than other available methods

with respect to the ‘quality of the routes produced and the amount: of

computer time required to achieve solution. Moreover, the quality of

the sets of routes tends to become poorer as the number of delivery

- points increases.

After “abandoning the branch and bound method for solvimg the
delivery érbbiémg“Haye821 developed a computerized version of a procedure
which an experienced dispatcher‘might employ for routing trucks. Since
this method assumes that the warehouse or depot is located near the
center ‘of ‘the scatter of customers and performs poorly when this assump-

tion is not satisfied, it does not appear to be superior to the gvailable

10



heuristic methods.

Gaslo:ell18

‘ reported on his experiments with the method of Clarke &nd
Wright:g. He devised five functions for calculating the savings wlﬁ.ch
would result from linking two points on the same route, Aft:er‘applying
each of them to a set of delivery problems, he concluded that none was
unifofmly better and that the function used by Clarke and Wright to
calculate savings was # reasonable one.

Althouéh more work has been done on the delivery problem, success-
ful soiut:ion has been reported only for relatively small problems wit:h
no indi§ation of apparent near future bf.eakt:hroughs for larger problenms
invply:lng aaymetri;: interstop time/distance matrices, routes whose
ﬁriéin and ﬁerminus do not coincide, and restrictions upon the lengﬁh
of a route, vehicle capacitj, and the number of routes used t:o'service:

all the stops. Indeed, solution success on the school bus routing pro-

blem may provide a means of solving the delivery problem.



III. PROBLEM FORMULATION

A. Staiement

:Thus far, the school bus routing problem has been solved for an
envifbnmenc which has beenvgreatly simplified By the imposition of
vﬁrious assumptions. Most solutiéns not only exciude constraints on
some of the route chéracteristics but also assume that the origin.and
terminus of a bus route coincide, whereas in reality they are not
néceséérily ﬁhe same. In fact, there often ﬁay be several possible
origins-féi the set of bus routes servicing a particular school. There-
fore,lit ﬁoﬁld be desirable to be able.to judiciously select the proper
combinatioh of origins from the set of possible origins for the system
of bus routes serviéing a particular school.

With theée'thoughts in mind, this dissertation is concerned with
the deﬁérminatioﬁ of all bds routes for a school.diétrict. Buseé are
routed from school t§ school pickingluprétudents as they-travel. A
heuristic procedure has been developed and programmed in FORTRAN IV to
generate efficient bus routes when the school bus routing problem has
the following definition:

Given:

1, the number of time periods used by the school district for

bussing

2, for each time period

a. the number and location of schools to be serviced
b. the number of possible origins for the bus routes
c. the identification of each origin

d, the number of buses available at each origin at the

beginning of the period

o | ;”12.




3. for each school to be serviced during the same time period

a. the identification of the school,

b. the identification of each stop to be visited,

c¢. the number of studente assigned to each stop,

d. the matrix of interstop travel times between each
possible origin and every stop assigned to the
school,

e. the matrix of interstop travel times for all pairs
of stops except those links involving an origin,

f. the bus capacity,

g. the maximum allowable student riding time, and

h. the criterion for accepting a set of feasible routes

as the quasi-optimal solutiocn.

Determine for each school:

1. the set of bus routes and schedules required to provide
transportation for all students either to school or from
school and

2. a lower bound on the total number of time units required

to traverse all the bus routes

such that;

1. no more than the absolute minimum number of routes required
to transport the stuvdents plus one route will be used fqr
any séhool,

2. the bus capacity and maximum allowable student riding time
constraints will be satisfied,

- 3. the criterionfor accepting a set of feasible routes as

+

13




the quasi-optimal solution will be satisfied, and
4, optimization will be with respect to minimizing the total

traveling time for a set of routes.

It is assumed that:

1. all buses assigned to a particular school have the same
capacity,

2. all routes for a particular school will be subject to the
same maximum allowable student riding time constraint,

3. the matrix of interstop travel times may be asymmetric,

4, a stop is assigned to only ome route,

5. the traveling time from any bus stop to the terminus is
less than the maximum allowable student‘riding time,

6. the origin and terminus of any bus route Go not necessarily
coincide,

7. a bus services only one route for a particular school, and

8. the number of buses available at the beginning of period i
is adequate to meet the needs of all students to be serviced'
during period i,-i.é: it is possible to service all the

routes simultaneously;

B. Discussion of the Problem Statement

"vMost diétricts set thelépening and closing times of the schools
serviced bﬁ'ﬁﬁe same bus fléét‘so that all students can be transported
during two or three non-overlapping bussing periods whose total elapéed :
time is approximately two and one-half hours. Schools maintaining
common hours of operation are serviced &ufing'the same bussing period.

The daﬁa requiréd to deéign the rdhtes fbr each school can” be

o 14




developed either manually or by computer from the map of the area ana

. the associated census. tract.  Each stop serviced by the school is

usually identified by both name and number in order to facilitate coﬁ-
mﬁnication between the administrators and the bus drivers. The elements
of the inrerstop travel time matrix are calculated from a map of the

area so that they include the effects of both distance and expected driving
conditions in traveling between every pair of points. Often in an effort
to reduce the size of the interstop travel time matrix, bus stops ad-
jacent to each other on the same side of the road are combined into a
single stop. The information required to assign students to a bus stop
can be extracted from the census tract. Usually upper limits are im-
posed upon the number of students assigned to a bus stop in order to
reduce the noise level and the possibility of landscape damage in
residential areas.’

‘Optimization is with respect to not only minimizing the total time
réQﬁiréd to traverse a set of routes but also with respect to minimizing
the number of routes required to tramsport all the students of a -
ﬁéffiéuiar‘Schéolﬁ Both of these factors contribute heavily toward the
IOpéfétiOnal'costs“6f3maintaining‘a bus fleet. Minimizing the number of
- ‘routes insures that the buses. are being utilized to full capacity and
" also tends to-reduce- the totalﬂtraﬁeling time associated with a set of
routes by eliminating some of the links between an origin and the first
~gtop of any route and the links between the last stop of any route and
the termihns.; Since schools usually place more emphasis .on minimizing
the number of routes required to transport all the students thap on
minimizing the total traveling time for a set of routes, the maximum
allowable' number: of routes for a school will be considered to-be a
constraint.

15



The minimum number of routes required to service all the stops
assigned to a school is the smallest integer vwhich is greater than or
equal to the quotient of the total number of students to be transported
and the bus capacity. Since a riding time consiraint is imposed on each
route and since all the students assigned to a particular bus stop have
to be picked up by the same bus in order to avoid confusion, it may be
impossible to service all the bus stops by the minimum number of routes.
Therefore, a set of routes is considered feasible ii each route satisiies
the bus cepacity and student riding time constraints and if the set con-
tains at most one more than the minimum number of routes required to
transport all the students. Thus, a feasible set of routes contains
either the minimum number of routes or one more than the minimum number
of routes.

Because the set of bus routes for any school is designed by a
heuristic procedure, some method must be devised to determine when a set
of routes, acceptable to the school, has been developed. One possible
criterion is to accept the best set of feasible routes available after
the procedure has been executed a specified number of times, A second
possible criterion is to accept the first set of feasible routes deve-
loped whose total travel time is less than the product of a given factor,
greater than one, and the lower bound upon the total time required fo
traverée all the routes for a school. Another alternative is to accept
as the quasi-optimal solution the best set of feasible routes available
at the time at which either of the criteria is first satisfied.

The lower bound upon the total time required to traverse a set of
routes for a school is the minimum length of time in which all the bus

stops could be serviced by the number of routes included in the set.
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In . calculating the lower'Bound, it is assumed that all connections bet-
ween: the -origin and the first stop of a route, all the connections
between the bus stops, and all the connections between the last stop of
a route and the terminus are made in the least time consuming manner.
Since the lower bound does not include the effects of the bus capacity
and passenger riding time constraints, the probability of developing a
set of feasible routes whose totfal traveling time equals the lower bound
is very low. However, even though the lower bound may be unattainable,
it provides some measure for assessing the quality of the set of routes
developed.

An examination of the set of assumstions under which the problem is
to be solved reveals that the environment has not been oversimplified.
The bus capacity is based upon the expected girth of children at various
age levels, the size of the bus used, and the degree of bus utilization
required by the school., The maximum student riding time is dependent
upon the size of the area, the scatter of the bus stops and the local or
state laws regulating student riding time, Usually, districts tonsider
the bus capacity and the maximum riding time constraints to be fixed for
‘a particular school.

The interstop tfavel time matrix is characteristically asymmetric
for reasons such as: restrictioms imposed upon the crossing of busy
streets by children, one-way streets, liﬁited access highways, and re-
strictions imposed on vehicle turns at intersections. Moreover, most
schools maintain a bus loading poiicy which requires that all students
assigned to a stop by picked up by the same bus in order to avoid con-
fusion. This restriction implies that a stop is assigned to omly bne

route,
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' The traveling time from any bus stop to the terminus has to be less
than the maximum allowable. student riding time in order to insure that
no bus sfop'b* igsolated. The assumptions that a bus services only one
route for a school and that it is possible to service all the routes
siMhltaneously’are imposed in order to facilitate the computational pro-
ceduré'usedftordevelop all the bus routes for a district and do not
1 siﬁplify the environment. Thus, this formulation of the school bus

routing problem is considered to be a realistic and a reasonable ome.
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C. Mathematical Model
The bus routing problem for any school, as previously defined, can

be expressed as a zero-one integer programming problem.

Let i = origin of any link
'j = terminus of any link
k = number of any possible bus origin
m = route numbef
K = number of possible different bus origins for a set of
~ routes
M = number of routes allowed for the school
N = total numb.c of bus stops (includes the origin and
the terminus) assigned to the school
stop 1 (k) = bus origin number k
stop N = terminus of any route or the school
t(i,j) = number of time units required to travel between

bus stop i and bus stop j

[

L(j) = number of students assigned to bus stop j
- B(k)

C = bus capacity

number of buses available at origin k

[

R = maximum allowable student riding time
‘x(l,j,m) = - (.15 if link (i,j) is asgigned to route m -

L 0, otherwise

The subécript denoting'the’particuiér school has been omitted in order
to simplify the homenclaﬁufe. Tﬁé words bus and route are used inter-
changeably.

The problem can be stated as follows:

Find variaBles x(i,j,m) for all combinations of i, j, k and m where
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i=1(%k),2,..., (N-1)

= 2,3, n‘.o,N

[ Y
I

k = 1,2,.¢-,K

m=1,2,,.,,M

such that the objective function

v K
Z Z. ), [e@@), NIz k), j,m]
j=2 k=1 m=l

N M

N-1)
+ z Z z Cecd, 5)10x(1, §,m)]
i=2  j=2 w=l

is minimized while restrictions one through eight, stated beciow, are
satisfied.

-Optimization, as previously stated, is with respect to not only
minimizing the total time required to traverse a set of routes but also
with respect to minimizing the number of routes required to transport
all the students of the school. Since it is difficult to work with
two objective functions, and‘since most schools place greater emphasis
on the minimization of the number of routes than on the minimization
of the total traveling time, the number of routes required to transport
all the students of a school will be considered a constraint and the
objective function will involve the total traveling time only. The
first term of the objective function is the total time spent in
traveling from the origin to the first stop of any route; the second
term is the total time spent in traveling between the other pairs of

points.



The first constraint,

K M ! (N-l) ¥
L L x(1(k), ,m) + L L x(i,j,m) = 1, for j = 2,3,...,(N-1),
k=1 m=1 4 i=2 =l

insures that any bus stop j, where j is not the origin or terminus of
any route, will be the terminus of exactiy one link on one route. There

will be (N-2) constraints of this type.
The second constraint,

Z Z x(i,j,m) =1, for i =2,3,...,(N-1),
j=2 m=l

insures that bus stop i, where i is not the origin or terminus of any
route, will be the origin of exactly ome link on orne route. There wilil

be (N-2) constraints of this type.

The third constraint,

(N-1) K M
Y L L xQ,m =
—2 k=1 m=1

insures that only M routes are used by counting the number of links
between the origin of each route and the first stop serviced by the

route.

The fourth constraint,

(N—l) M
Y ) x(,Nm m) = ¥,
i=2 =1

also insures that only M routes are used by counting the number of
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links between the last stop serviced by a route and the terminus or

school.

The £ifth constraint,

(N;l) M
Y ) x(0,1.m) S BE), for k = 1,2,...,K,
j=2 m=1l

insures that the number of routes starting at a particular origin does
not exceed the number of buses available at that origin for the school,
There will be K constraints of this type.

The sixth constraint,

(N;l ) E (N:_\l )( N:_'l)
L) XA, imI®l+ ) ) Ix,3,mIL@] s ¢,
j=2 k=1 i=2 =2

for m = 1,2,...,M, insures that the bus capacity will not be exceeded
by any route. The first term of the constraint counts the number of
students picked up at the first bus stop serviced by the route and the
second term counts the students picked up at the other stops assigned

to the route. There will be M constraints of this type.

The seventh constraint,
(N_-l) N

), L [e@DIxE,5,m] SR, for m = 1,2,...,M,
i=2 =2 '

insures that no route will exceed the maximum allowable stucdent riding
time where the riding time is counted from the first pick-up point.

There will be M constraints of this type.

The eighth constraint,
(x-1)
Z‘ x(ip,ip+1,m) +x(i,i;,m) S (r-1), form=1,2,....N,
p=1
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where 11,12,...,ir ranges over all permutations of subsets of the bus

stops {2,3,...,(N-1)}'of size r, and 2 S r £ (N~-1), prevents the for-

mation of a loop, a route which starts and ends at the same point.

®-2) .

There will be ¥ 5; PéN-z) constraints of this type where P- denotes the

X
k=2

M-2)  (y-2)
P
k

permutation of z things taken x at a time. Since is

k=2

greater than 2(N-2)!, there will be more than 2M(N-2)! constraints of
this type. WNone of the permutations involve the origin or terminus
because no link is allowed to start at the terminus and no link is
allowed to end at the origin in the case of the general route whose
origin and terminus do not coincide. This is accomplished by setting
the travel times associated with these 1links equal to infinity, i.e.
the elements of columm one and row N of the interstop travel time
matrix are assigned large values. To illustrate the manner in which
the eighth constraint prevents the formation of a loop, let r = 2,

m=4, il= 3, 12 = ir =5, x(3,5,4) = 1, x(5;3,4) = 1 and the rest of

the variables, x(i,j,4) equal zero. In this example, route four starts
at stop three, proceeds to stop five, and then returns to stop three.
According to the eighth constraint, x(3,5,4) + x(5,3,4) = 2 = r and
route four is a loop.

This zero-one integer nrogramming model would have to be solved
twice. First, it would be solveq for M equal to the minimum number of
routes required to transport all the students of the school and then

for M equal to one rcute plus the minimum number of routes required by
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the school.

Since 1 may assume any of (K+N-2) values, j any of (N-1) values
and m any of M values, there are (K#N-2)(N-1)(M) variables, x(i,j,m),
in this problem. Moreover, there are more than 2M(N-2)! constraints.
A normal bus routing problem for one school involving ten origins,
ﬁwenfy routes and one hundred bus stops would require 213840 variables
and more than 40(98)! comstraints. Since the available integer pro-
gramming algorithms are clearly unable to handle problems of this
magnitude, a heuristic procedure is the only recourse for developing

all the bus routes for a school uistrict,
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IV, METHOD OF SOLUTION

A. General Procedure

Bus routing for a school district is accomplished by suboptimiza-
tion from period to‘period. Bus routing for a period is accomplished
by suboptimization over the sets of routes developed for each of the
schools serviced during the period. Quasi-optimal bus routing for an
individual school 1s accomplished by an algorithm based selective
enumeration procedure. A detailed description of each step of this
enumeration procedure is given in the following sectiomns, It can be
summarized as follows:

1, Assuming that the maximum allowable number of routes will be
used by'all schools, determine for evéry school the number
of bus routes which should start from each origin supplying
buses for the period during which the school is being
serviced so that the total estimated traveling time required
by all the routes for the period is minimized.

2, For each school, select the location which serves as the
origin for the greatest number of routes as determined in
step oneé. This point will be called the "super-origin" for
the school.

3. Determine by either using the Nearest City Approach or

| Algorithm A, a trial route which starts at the sﬁper-origin,
visits every stop once and terminates at the school. The
method used to develop this trial route is dependent upon
the number of times step three has been executed.

4, Partition the single route determined in step three into
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individual routes which satisfy bus capccity and passenger
riding time constraints. The order of the stops determined
7,19 step three is preserved during the partitioning process.
,JS,_,If the set of routes contains no more thar the maximum
g}}pwablevnpmber of routes, then proceed to step six.
Otherwise, return to step three to generate a different
:trial route,
6. TImprove each of the individual routes by Algorithm A, a
- modified traveling-salesman type algorithm. This step
attempts to reduce the traveling time required by the
1ndiv;dual route while preserving the assignment of stops
to the”route made by the partitioning procedure.
7. Qetgrmine the current best set of routes developed by the
.ptocedure.
8. If the set of routes obtained in step seven satisfies the-
acceptance crite:ion specified by the school, then proceed
. to gteginine. O;herwige, repeat steps three through eight
_Mgn:il either the acceptance criterion is satisfied or the
. algorithms usgd to generate the trial route in step three
are exhausted, i.e, they are unable to generate another
_diffgrentltrial route,
J_9ﬂ _If_the :esglts of step one specify that all the routes for
| tééﬁgphool should start at the super-origin, then this
agcgﬁ;able set»ofiroutes is considered to be the quasi-
Optimugzgqlution. IOtherwiSe_proceed to step ten,
1?:_:A¥1ogate the :emaining origins specified by step one in

such a way that the additional number of time units traveled
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will be minimum. Then, this modified set of acceptable
routes is considered to be the quasi-optimum set of routes
for the schosl.

After bus routing has been completed, the schedule or timetable
for each individual route is calculated. Each schedule gives the bus
load and the arrival time at each stop serviced by the route. The
time required to ioad the bus at each stop and to unload the bus at
the school is not iﬁcluded in calculating the timetable., In addition,
a lower bound upon the total number of time units required to traverse

all the routes required by the school is calculated.

B. Selection of Bus Route Origins

At the beginning bf.the first bussing period all buses are
located at the garage(s) maintained by the school district. For all
other Bussing periods the available buses are initially located at the
schools serviced during the previous period. It is assumed that the
number of buses available at the beginning of any bussing period is
adequafe to meet the needs of all students to be transported during
the pefiod, i,e. it is.éossible to service all the routes for the
period simultaneously. For each school j serviced during the same .
period, the determination of the number of bus routes which should

start at each origin i .can be expressed as a transportation problem.

Let nl = number of origins supplying buses for the period

n2

number of schools serviced during the period
x(i,j) = number of routes starting at origin i and ending
at school j

, c(i,j)

average estimated time required to traverse any
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route starting at origin i and ending at school j
A(i) = number of buses available at origin i at the
beginning of the period
R(j) = number of routes required by school j
B(j) = bus capacity specified by school j
The problem can be stated as follows:
Find variables x(i,}j) for all combinations of i and j, where

i=1,2,...,nl and j = 1,2,...,n2, such that the objective function

nl n2

Y ) [eli [x(4,D]

i=1 j=1
is minimized and restrictions one through four, stated below, are
satisfied., Optimization is with respect to minimizing the total
esthnated traveling time required by the n2 sets of routes associated
with the period.

_The first constraint,

nk

z' x(1,3) = R(P), for j = 1,2,...,n2,

=1
insures that all the r0utes required by school j are assigned to an

origin.  There will be n2 constraints of this type.

.- The second constraint,
n2

z x(1,3) = A1), for i = 1,2,...,nl,
1nsurés that that number of bus routes starting at origin i equais
the number of buses available at origin i. It is assumed that a bus

services only one route for a school. There will be nl constraints
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of this type.
The third constraint,
x¥({i,j) = 0, an integer, for all i and j,
is self-explanatory.

The fourth constraint,
nl

Y A Z R(Y)

i=1

insures that a feasible solution exists. It can bg ve{ified by
n2 n

observation. Since the first constraint implies 51 x(i,1) =
j=1 =1
n2 n2 =nl
51 R(j) and the second constraint implies x(i,j) =
j=1 j=1 i=1
nl
Y

; A(i), then indeed the fourth constraint must be satisfied.
i=1

nl n2
Because it is assumed that ? A() = Z R({j) at the beginning
1-1 j=1

of any bussing period, a fictitious school may have to be introduced
to use the extra avallable buses in order to satisfy the fourth
constraint,

The parameters nl, n2, A(i), and B(j) are given data for the
problem, However, the parameters R(j) and c(i,j) for i = 1,2,...,nl
and j = 1,2,...,n2 must be calculated., The R(j) are determined
as follows:

Let L(j,k) = number of students assigned to stop k
associated with school j
n(j) = number of stops assigned to school j

(including the origin and terminus)
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m(j) = minimum number of routes required to tramsport
all students of school j
The values of L(j,k) and n(j) where j = 1,2,...,n2 and k = 1,2,...,0(j)
are given data for the problem.
n(i)

mp = ) L(j,kl///%(j) ] + 0.999999 truncated to the
k=1 .

nearest integer,

R(j) = m(3) + 1, for j = 1,2,...,n2

The parameter R(j) is used in the determination of the number of

routes which should start at origin i for school j instead of m(j)

because the bus capacity and student riding time constraints often

make the generation of a set of feasible routes containing only

m(j) routes unattainable.

The c(i,j) are calculated as follows:

Let LB(i,j) = lower bound on the total traveling time required by
R(j) routes, all of which start at origin i and end
at school j

c(x 1) = LB(,3) / R@) for i=1,2,...,nl and j = 1,2,,..n2

Thé’LB(i,j) are calculated under the assumption that all the
connections between origin i and the first étop of each of the R(Jj)
routes, all the connections between the pairs of bus stops, and all
the connections between the last stop of each of the R(j) routes
and the terminus are made in the least time consuming manmer. A
computational procedure for determining the lower bound upon the

total traveling time of a set of routes is described in section V-B.

30



The c(i,j) are based upon a lower bound instead of an upper bound
because an attempt is being made to develop a set of routes whose
total traveling time approuaches this lower bound.

c(i,j) = 0 when ochool j is a fictitious school.

The origin associated with the maximum x(l,j) for school j is
defined to be the super~origin for school j. In case of a tie, the
super-origin is selected arbitrarily.

The allocation of a number of routes for school j to origin i
and the selection of a super-origin for each school serviced during

the same period is determined once.

C. Determination of Trial Routes: Nearest-City Approach

A trial route which starts at the super-origin, visits every
stop once, and terminates at the school, the route that an infinite
capacity bus would traverse, is determined either by the Nearest City
Approach o1 by Algorithm A discussed in the next section. The Nearest

City Approach can be described as follows:

Let n = number of stops assigned to the school (including
origin and terminus)
stop 1 = origin of route
stop n = terminus or school

r = number of the trial route being generated
where r = 1,2,,..,(n~2).
The subscript denoting the particular school has been omitted in
order to simplify the nomenclature,
This trial route generated is one in which an "infinite capacity"

bus starts at the super-origin, proceeds to stop (r+l) and then
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repeatedly selects as its mext stop that point which is nearest to its
present stop and which has not yet been serviced until it reaches the
terminus or school. The current best trial route, the one requiring
the least traveling time, is determined and saved each time that this
process is executed. Since this procedure specifies the first bus
stop visited, a different trial route is generated each time, If the
-acceptance criterion has not been saﬁisfied after (n-2) trial routes
have been generated, then Algorithm A is used to develop succeeding

trial routes from the best trial route previously determined,

D. Determination of Trial Routes: Algorithm A

Algovithm A, a systematic procedure for decreasing the total
. time required to traverse the infinite capacity bus route, is an
extension of Algorithm 1 developed by the author29’30. After the
Nearest City Approach has been exhausted, the trial routes are -
generated by apnlying Algorithm A to the best infinite capacity bus
route available, Initially Algorithm A is applied to the best
route determined by the Nearest City Approach., Thereafter, Algorithm
A is applied to the most recent trial route it generated.

This algorithm determines sets of three iinks which can be
changed simultaneously without destroying the continuity of the tour,
the non-coincideﬁce of the origin and the terminus of the route, and
the direction of the unchanged portions of the route. The latter
constraint is necessary, because the procedure is applicable to non-
symmetric as well as symmetric problems. If the time required to
traverse the three new links is less than the time required to

traverse the links which they replace, then the new route becomes the
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next trial route and the best infinite capacity bus route available.
If the proposed change results in no improvement, then another set of
changes is determined and examined. Algorithm A is repeated until it
is unable to improve the best trial route available, i.e. Algorithin A
is exhausted.

The sets of three link changes in the current tour through a
network of n points or stops in which the origin and terminus do not
coincide are generated as follows for all combinations of i and j
where 1 £ i £ (n~-1), 2 < j < (n~1l), stop 1 is the super-origin
and stop n is the terminus or school:

1. New link 1 starts at point i and ends at point j where

i#j and point j # the point which follows point i in the
current tour.

2, New link 2 starts at point k and ends at the point which

follows point i in the current route where k#n.

k is cycled as follows:

point k, = point j

point k2 = point which follows point j in the
E current route

point kL = point which lies (L-1) consecutive
. positions after point j in the current
: route in a clockwise direction

point km ‘=  point which precedes point i in the

current route
In order.to determine the complete range of values for

index k associated with a particular i,j combination, it
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is necessatry to assume the existence of a fictitious link
between the terminus and origin of the current route while
counting the consecutive positions after point j in a clock-
wise directicn.,

3. New link 3 starts at the point which precedes point j in the
current route and ends at the point which follows point k in
the current route, |

For illustrative purposes, Algorithw A will be applied to a route

containing six points for one combinatior. of i and j and the entire
range of index k associated with it. ©Point one is the Super-ofigin
and point six is the terminus or school. The number associated with
each node is the permanent identification number of the stop ana
corresponds to its position in the interstop travel time matrix, eg.
stop four data would form row four of the interstop travel time
matrix.

Let 1=2and j = 3 be the i,j combination

%o

1-4-2-5-3-6 be the current route

4 2
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The first value assumed by k is the number of point j or three.
The proposed route :I.s‘R1 = lv4-2-3-5~6, Links 2-5, 5-3, and 3-6 are

replaced by new links 2-3, 3-5, and 5-6, indicated by the dashed arcs.

-t g
6 3
The second value assumed by k is the number of the point which
follows point j or six. However, no new route can be proposed by
Algorithm A for this combination of i,j, and k because the value
assigned to index k is the number assoclated with the terminus of the
route. Since k has not yet assumed the value of the identification
number of the point preceding point i in the current route, four, the
cycle for index k is incomplete.
The third value assumed by k is the number of the point which
lies two consecutive positions after point j, in a clockwise
direction, or one. The proposed route is R, = 1-5-4-2-3-6, Links

- 1-4, 2-5, and 5-3 are replaced by new links 1-5, 5-4, and 2-3.

4 2
i S l
\\\'
b~
i =~
l o —m— e m = R 5
1
-
6 3



The fourth value of k is the number of the point which lies three
consecutive positiﬁné, in a clockwise direction, after point j in the
current route or four. This is the last k which can be generated for
the combination i = 2 and j = 3 because the point numbered four
precedes point i in the current route. The proposed route is
R, = 1-4-5-2-3-6, Linke 4-2, 2-5, and 5-3 are replaced by new links

3
4=5, 5-2, and 2-3,

When Algorithm A cannot improve the best trial route available,
it is said to be exhausted. This best trial route which Algorithm A
cannot improve is considered to be the quasi-optimal modified |
traveling-salesman route and the last possible trial route. A
computational procedure for Algorithm A is described in section

V-Ao

E. Partitioning Procedure

The partitioning procedure is applied to every trial infinite
capacity bus route determined by either the Nearest City Approach or
Algorithm A. This procedure requires the following additional
informaﬁion:

1. a student load vector specifying the number of studeunts
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assigned to each stop,

2. the bus capacity, and

3. the maximum allowable riding time of the students picked up

at the first stop of any route.

The partitioning procedure generates a set of bus routes each of
which starts at the super-origin, visits the stops of the trial
infinite capacii; bus route in the order previously determined until
the bus is loaded properly and proceeds to the terminus or school.
At each stop, the bus load count is incremented by the appropriate
element of the student load vector and the time tally is incremented
by the traveling time from the previous stop. When either the bus
capacity or the riding time constraint is about to be exceeded, the
previous stop becomes the last one serviced by the bus before
proceeding to the school. The next route starts at the super-origin
and proceeds directly to that stop of the trial infinite capacity
bus route which immediately follows the last stop serviced. All
individual bus routes are determined in the same manner. The
sequence of stops generated by either the Nearest City Approach or
by Algorithm A is preserved throughout this procedure, If the set
of routes determined by the partitioning procedure contains no more
than the maximum allowable number of routes, then the improvement
process described in the next secfion, is applied to each route of
the set. Otherwise, another trial infinite capacity bus route is

genereted by either the Nearest City Approach or Algorithm A,

F. - Improvement ‘Process

Each individual route belonging to a feasible set of routes
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developed by the partitioning procedure is then imprcved by application
of Algorithm A, previously described in section IV-D,

First, form a submatrix of the given interstop traveling time
matrix consisting of those elements associated with the super-crigin,
the stops serviced by the individual route, and the terminus or school.
The infinite capacity bus route corresponding to this submatrix is
the individual route beihg improved. Then Algorithm A is applied to
this route until it can make no further improvement. This two step
procedure is repeated until all the individual bus routes of the
feasible set have been improved. The given matrix of interstop travel
times between each possible origin and every stop assigned to the
school and the given matrix of interstop travel times for all pairs
of stops except those links involving an origin are preserved at all

times,

G. Acceptance Criteria
The best available set of routes, ali of which stari‘at the
super-origin, for a particular school j will be considered to form
the basis of the quasi-optimal solution if one of the following
criteria is satisfied: | | |
1, The total time required to traverse this set of routes is
less than or equal to the product 6f a factor sPecified by.
the tranSportatioﬁ director, greater than ome, and the
lower bound oﬂ the total time required to'traverse the
number of routes-contained in the best available set of
routes, assuming that alil of them start at the super-origin.

2, The total number of trial routes generated is about to
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exceed some number specified by the transportation director.
Thus, the school administrator has am opportunity to specify the
degree of optimality required for the set of routes accepted as a
final solution. 1In the event that neither of the criteria are
satisfied and no further trial infinite capacity bus routes can be
developed because both the Nearest City Approach and Algorithm A have
been exhausted, then the best available set of routes will become the
basis of the quasi-optimal solution by default. The latter situatiom
is one in which the capability of the method is unable to satisfy the

requirements of the school.

H. Final Allocation of Origins to Individual Routes

The feasible set of individual bus routes which satisfy the
acceptance criterionspecified by school j all start at the super=
origin. . If all the routes for school j should start at the super=~
origin, as previously determined, then a final allocation of origins
to individual routes is unnecessary. However, if all the routes for
school j do not starf at the super-origin, then the remaining origins
are allocated in such a way that the additional number of time units
traveled will be minimum. This final allocatién problem can also be
expressed as a transpprtation problem.
Let nl = numﬁer of origins supplying buses for the period-

n3()

number of routes belonging to the feasible set of
routes satisfying the acceptance qriterion
specified by school j

x(i,j) = number of routes which should start at origin i

~ and end at schpol b |
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d(i,j,k)

total traveling time of route k assigned to

school j when it starts at origin i

y(i,j,k) ={ 1 when route k assigned to school j starts
at origin i
N otherwise

The problam can be stated as follows:
Find variables y(i,j,k) for a fixed j and all combinations of i and k,
where i = 1,2,.,.,nl and k = 1,2,...,n3(j), such that the objective
function ' -
nl n3(j)
Y ) a3, [y 3,0)]
i=1 k=1

is minimized and restrictions ome through four, stated below, are
satisfied. Optimization is with respect to minimizing the total
traveling time required by the n3(j) routes accepted by school j.
The first constréint,
nl
jz y(i,j,k) =1, for k= 1,2,...,n3(j),
i=1

insures that a route is assigned to only one origin. There will be
n3(j) constraints of this type.
The second co.istraint,
n3(Jj)
z y(i,3,k) = x(1,3), .  fori=1,2,.,.,nl
k=1

insures that the number of bus routes starting at origin i equals
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the number of Luses previously assigned to school j from origin i.
There will be nl constraints of this type.
The third coanstraint,
y(i,j,k) =0or i, for all i and k,
is self-explanatory.
The fourth constraint,
nl
Y x(,1) = a3
=1

insures that a feasible solution exists. Since the first constraint

n3(j) - nl n3(4)
implies 2 z y(i,5,k) = z 1 = n3(j) and the second
k=1 i=1 =1
nl  n3(j) nl

constraint implies z z y{i,3,k) z x(1,3), then indeed
i=1 k=1 i=1
nl
the fourth constraint must be satisfied. ' Since jz x(1,j) equals the
i=1
nl
maximum allowable number of routes and n3(j) =< Z x(1,1), a
i=1
fictitious route may have to be introduced to use the extra available
bus . in order to satisfy the fourth constraint. |

The parameter nl was given; the parameter n3(j) was determined

by the partitioning procedure described in section IV-E. The values
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of x(i,j), the number of bus routes which should start at origin i

and end at school j, were determined by solving the tramsportation
problem described in section IV-B. The d(i,j,k) are calculated as

follows:

Let t(s,3j,k) total time required to traverse route k when it

starts at the super-origin and ends at school j

1(s,j,k) = traveling time between the super-origin and the
first stop serviced by route k associated with
.school j

1(i,j,k) = traveling time between origin i and the first
stop serviced by route k associated with
school j

d(i,j,k) = t(s,j,k) - 1(s,j,k) + 1(i,j,k)

d{i,j,k) = 0 when k is a fictitious route.

After the final allocation of origins to the individual bus
routes for school j has been completed, a lower bound upon the total
traveling time of the number of routes required by school j is

calculated., This procedure is described in section V-B.
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V. COMPUTATIONAL PROCEDURE

A. Algorithm A
A computational scheme for Algorithm A is described by the flow

chart given in Figure 1. The nomenclature used in the flow chart is:

N = total number of bus stops (including the origin and
the terminus)

[M] = a square matrix of order (N+1) composed of an NxN
interstop travel time matrix augmented by an
additional row and an additiomal column

M(I,J) = number of time units required to travel from bus
stop Itobus stop J: 1< IS<N, 1<J=<N, I#J
M(I,I) = ‘number of time units required to travel from bus
stop I to the stop which immediately follows it in
the current modified traveling~salesman route
M(I,N+l) = identification number of the bus stop which im-
| mediately follows bus stop I in the current
modified traveling-salesman route
M(N+1,J) = identification number of the bus stop which im-
mediately precédes bus stop J in the current
modified traveling-salesman route
M(WHL,NH)  is not used
01 = origin of new link 1
‘Tl = terminus of new link 1
| T T0Z =—origin of new link 2
12 = terminus of new link 2

03 = origin of new link 3
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T3 = terminus of new link 3

‘The first row of [M] is related to the origin and row N is related to

the terminus of the modified traveling-salesman route.

Blocks 1~4 provide for the initialization and incrementation of

index I and index J.
. Blocks 5-6 prevent the creation of an iliegal combination of I

and J. Block 5 preﬁénts a change in which indexes I and J are identical,
Block 6 prevents a change in which stop J immediately follows stop I in
the current tour and thereby eliminates the possibility of generating
a new route that is identical to the old one.

Block 7 initializes the origin and terminus of each of the three
nevw links associated with the current I,J combination.

Block 8 calculates the time required to traverse the three old
links which are candidates for replacement and the time required to
traverse the proposed new links. |

Block 9 determines whether the proposed set of new links reduces
total transit time. ¥
Block 10 tests whether index k, the origin of new link 2, has &
assumed all possible values for the current combination of index2s I §
and J,

Block 11 tests whether the next value of index k would be the
identification number assigned to the terminus of the current route.

Block 12 determines wh;ther it would be possible to assign another
value to index k by in%géaucing a fictitious link between the terminus

and origin of the current route.

Block 13 calculates the new value of index k, the origin of new
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link 2 as described in Section IV-D, and the ' terminus of new link 3
when index k does not assume the value of the identification number of
the terminus of the current route,

Block 14 calculates the new value of index k, the origin of new
link 2 and the terminus .of new 1ink 3 after a fictitious link was
assumed to exist between the or:.gin and terminus of the current route.

Blocks 15-16 determine whether indexes I and J can be further
updated. If I cunnot be updated, then Algorithm A has been executed
for a11 possible cc}nbinations of I and J. If Algorithm A is exhausted
while :I.t is being used to generate a trial infinite bus capacity route
prior to execution of the partitioning procedure, then the best avail-
able set ofroutes will have to be accepted as the quasi-optimal
solution for the school. Exit will be to the final allocation of
origins procedure: If Algorithm A is exhausted while it is being used
to impro\.re an individual bus route, then exit is to the improvement of
the next route of the set.

B;l.\ock-17 incorporates the three new linksg, that have been found to
reduce tota1 trans:.t time, into the current mod1f1ed traveling- salesman
route by alter:.ng row (N+1) and column (N+1) wh:.ch store the sequence
of stops in the new tour and by 1nsert1ng the new transn: times into
‘the maJ.n diagoral elements. If Algorlthm A produces an advantageous
change wh11e it is belng used to create a new trial inr1n1te capac:.ty
bus route, then ex1t is to the part:.tioning procedure. If Achc:.thm A
is being used to 1mprove an 1nd1v:.dua1 bus route when an advantageous

change occurs, then Algor:.thm A is restarted and exit is to Block 1.

46



B. Lower Bound

The lower bound on the total time required to traverse the set of
routes accepted as the quasi-optimal solution by the school is calculated
under the assumption that all the conmnections between an origiu and the
first stop of any route, all the connections between the pairs of bus
stops, and all the connections between the last stop of any route and

the terminus are made in the least time consuming manner.

Let N = total number of bus stops (including origin and terminus)
M = rectangular matrix with (N-1) rows and N columns
M(I,J) = number of time units required to travel from bus stop

Itobus stopJ: 2 <I <N, 1<J<N, I#J

N1 = number of origins supplying buses for the school
Ml = rectangular matrix with N1 rows and N columns
M1(K,J) = number of time units required to travel from origin K
to bus stop J: 1 <K <Nl, 1 <J <N
NR(K) = number of routes starting at origin K: 1 sK s N1

N

Q= ) M®
K=1

[M] is the given matrix of interstop travel times'for all pairs
of stops except those links invziving an origin. Since the origin of
a route is not allowed tc be the terminus of a link, M(I,1) = « for
2 <1 sN. Moreover, M(N,J) = «» for 1 <J <N because the terminus c£
a route is not allowed to be the origin of a link. These two restric-
tions are necessary because the method of solution is applicabie to the
general routing problem in which the origin and terminus do nof coin-

cide.
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(Mit] is the given matrix of interstop travel times between each
origin servicing the period and every stop assigned to the school.
Since no link is allowed between the origin and terminus of a route,
ML(K,N) = @ for 1 <K <Nl. Moreover, M(I,I) = @for 2 <I £N and
MI(K,1) = o for 1 <K <Nl because no loop is permitted at any bus
stop.

Parameters N1 ar;d NR(K) where 1 <K <Nl and NMR(K) # O are deter-
mined by the final allocation of origins to routes procedure described
in Section IV-H.

The lower bound is calculated as follous:

1. Form [M2], a square matrix of order (Q+N-1), by the
procedure described below.

2. Reduce [M2] until there is at least one zero in every
-:row and column, This is accomplished by subtracting the :
smallest element in each row from every element in the
fow, and then subtracting the smallest element in each:
column of the remaining matrix from every element in the
solumn. The lower bound on the final set of _;outés is

the total reduction or the sum of the elemeﬁté subtracted
frém thé réws and coluinrié. |
-éfar;ing a_t:h‘rovv; oné, [_MZ]._vis formed as .f'olllp'w’s:
..1. For each K, 1. S K = N1, row K of [MI] is stored NR(K) times
in [M2], i.e. each route starting at origin X contributes
one row to [M2]. 'This rectangular .submat;r:".v:‘; consisting of

[M2]. During the reduction process, this submatrix provides
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that portion of the lower bound contributed by traveling
between any origin and the first stop of a route.

2. [M] is stored in rows (Q+l) through (Q+N-1) of [M2].
During the reduction process the first (N-1) columns
of this submatrix provide that part of the lower bound
contributed by traveling between any pair of points.

3. Steps one and two create columns one through N of [M2].
Column N is then stored (Q-1) more times in [M2], i.e.
colums N through (Q+N-1) of [M2] are the same vector
whose elements represent the time required to travel
between any bus stop and the terminus. During the re-
duction process, the submatrix occupying rows one thrcugh
(Q+N-1) and columns N through (Q+N-1) of [M2] provides
that portion of the lower bound contributed by traveling

between the last stop cof any route and the terminus.

When the lower bound has to be calculated for a set of routes, all
of which start at the same origin, then Ni = 1 and NR(1) = Q equals the

number of routes contained in tne 3et for this procedure.
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VI. EVALUATION

Any heuristic procedure should be ewvaluated on two bases. First,
in order to be acceptable, the method must be reasonable with respect
to the size of the problem it can handle, the assumptions it imposes
and the logical processes it uses. Second, in order to be practical,
the procedure must be able to yield answers to the problem being

considered at a cost commensurate with the value received.

A. Model and Method

The model developed in this dissertation is a genexal one which
utilizes variables that are applicable to all school systems. Moreover,
it requires few.aspumpgions~that simplify the rcal world environment.
The method used to obtain a solution for the model reduces the routing
of buses for an entire school distriet to a set of sequential steps that
can be readily programmed for a digital computef. Furthermore, this
set of sequential steps is arranged into groups called iterations or
paszes such that a '"reasonably good" feasible routing system can be ob-

zad sizer a few iterations have been completed. Thus, tie user of

e

¥

ta;
the model and method can specify the degree of optimality desired for
the routing system being developed.

- The procedurs used to develop a set of bus routes for each school
ié logical. At the beginning of a period, the available buses at the
origins are allocated to every school serviced during the period so that
the total estimated traveling time required by all the routes developed
for the period is minimized. This is accomplished by solving a trans-
portation problem in which the elements of the requirements vector

are the maximum allowable number of buses required by a achool, the
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elements of the availability vector are the number of buses located

at each origin at the beginming of the period, and the elements of the
cost matrix are based upon the lower bound on the total traveling time
required by each combination of origin and school. Since the bus
capacity and riding time constraints often make the geneiation of a
feasible set of routes containing the absolute minimum number of rou;éédA

unattainable, the selection of this requirement vector is considered

reasonable, Moreover, because an attemﬁt is being made to develop a
set of routes whose total traveling time approaches the lower bound, the
estimation of the elements of the cost matrix used by the method is a
logical choice,

The determination of a trial route which starts at the ''super-
origin'", visits every stop once and terminates at the schonl by either
the Nearest City Approach or Algorithm A tends to group stops that are
located in the same neighborhood. Since a school usually services an
area of less ﬁhan twenty sqﬁare miles, the variability associated with
the mzagnitude of the elements of the interatop travel time matrix is
low. Thus, arranging the bus stops to be serviced into groups located
in the same neighborhood is logical. The first (n-2) different trial
routes, where n is the total number of stops assigned to the schopi
including the origin and the terminus, are developed by the NEBfégt
City Approach because it is a rapid and relatively efficient process.
After all trial routes are generated by the Nearest City Approach, the
route requiring the least traveling time is saved in order to reduce
the number of trial routes which Algorithm A will generate before it
is exhausted and to insure that Algorithm A does not create one of the

routes previously developed.
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Algorithm A is applied to the best available trial route becauase
& good "infinite capacity' bus route usually partitions into a good
routing system even though the best "infiqite capacity" bus route does
not necessarily generate the best set of individual routes. Although
Algorithm A is a slightly slower process than the Nearest City Approach,
it guarantees that the next trial route developed will require less
traveling time. .Both of the algorithms were selected because they are
rapid, efficient, and exhausted in a finite number of steps.

The partitioning procedure quickly generates routes which not only
satisfy the bus capacity and passenger riding time constraints but also
service stops in the same general area. If the set of routes developéd
contains at most one more than the absolute minimum number of routes
required by the school, then each route of the set is improved by ap-
plication of Algorithm A uﬁtil it is exhausted while preserving the
assignment of stops to the route made by the partitioning process. This
improvement procedure may reduce the traveling time required by the
individual route and thus ténds to reduce the total transit time of the
routfng*system.

Minimizing the number of routes included in a routing system in-
Sures\that the buses are beiﬁg utilized to full capacity and also tends
to reduce tﬁe total traveling time required by the sét of routes by
eliminating some of tﬁe links between an origin and the first stop of
;ny route and the links between the last stop of any route and the
terminue, Since at most ten students are usually assigned to.a bus
stop in order to re&uce the noise level and the possibility of landscape
damage in residential areas, satisfying the maximum allowable number of

routes in a routing system constraint presents no problem. . However, if
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a transportation director decides to lump the bus stops extemsively so
as to reduce .the size of the interstop travel time matrix or if the
population density is such that many students are assigned to ome stop,
then determining.a feasible routing system containing at most one more
than the abgolute minimum number of routes may be unattainable. The
user of thie method must then adjust the set of constraints by either
increasing the maximum allowable number of routes in the routing system
or by reducing the bus capacity. Another alternative is the addition
of bus stops to reduce the number of students assigned to individual
stops. )

The specification of a criterion for accepting a set of routes
gives the transportation director the opportunity to select the degree
‘of optimality under which the routing system will be developed. This
acceptance criterion is applied to a routing system when all the routes
istart at the "super-origin" because allocating an origin to each route
every‘time a feasible routing system is generated would require more
computer time than is warranted by the improvement which would be
realized e |

- The final allocation of origina to individual routes, if necessary,
is accomplished by solving a transportation problem in which the elements
of the availability vector are the number of routes which start at

E”each origin as determined by step one of the solution procedure and the
‘elements of the requirements vector are all equal to one. Each element
of the cost matrix is the total traveling time required by a route when
it starta at a part cular origin. Optimization is with respect to '
minimizing the tota1 traveling time required by the final set of routes

I3

for the school Initialiy, the solution procedure develops routing
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systems in which all the individual routes start at the 'super-origin"
in order to minimize the éffects of this final allocation of origins to
routes. After an origin has been assignad to each route of the set, no
attempt is made to further reduce the transit time required by each
route because the improvement process may create a violation of the
student riding time constraint.

Although the final lower bound on the set of routes considered to
be the quasi-optimal routing system does not include the effects of the
bus capacity and riding time constraints, it does include a partial‘
effect of the number of routes included in the system. However, it'
provides some measure for assessing the quality of the set of routes
developed even though it may be unattainable,

Thus, this heuristic procedure is considered to have a sound basis.,

B. Computational Experience

Since there is no known bus routing method suitable for use on a
computer which will guarantee an optimum solution, any heuristic pro-
cedure must be judged not only with respect to its degree of success
relatiye to the best set of routes available for known problems but also
with respect to its consistency in the level of success,

Avcomputer program based upon the procedure described in this
dissertation was written in FORTRAN IV for use on the CDC 6400 computer.
It can handle bus roﬁting for a school district involﬁing any number of
beriods, nine route origins and nine schools per period; one hundred
twenty stops per school, thirty-four routes per school, énd thirty
stops per route. All computations are done in integer arithmetic.

Computational experience was gained in three phases. First,
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Newton's procedure was applied to school bus routing and delivery pro-

.blems reported in the literature. Then, the relationship between the

amount of computer time required to develop a routing system and the
number of stops serviced by the set of routes was examined. Finally,
this method was used to develop a set of bus routes for four schools
in the Williamsville Central School District, a suburban area in
Western New York. |
Thom.pson34 drew a map of a hypothetical school system showing the
location of the school, the location of 31 bus stops specified by the
school, and the number of students assigned Lo each stop. Moreover,

all roads were marked off in units of one-half mile. In order to

" gimulate the area of a real school system as closely as possible, the

map included features such as: isolated areas, contour roads, and
varying population densities. The elements of the symmetric interstop
distance matrix calculated from this map ranged between 1 and 13,5 miles;
the elements of the student load vector varied between 3 and 22 students.
Although it was stated that 3 minutes were required to travel one mile
and that loading at each bus stop required a minute, no restriction was
imposed on the student riding time. Buses of 30, 36, 42, 48, 54, 60,
66, and 72 passenger capacities were available, The problem was to
design the set of bus routes, all of which started and ended at the
school, required to transport the 252 students assigned to the 31 bus
stops,

The group of 49 school superintendents with experience in school
bus routing and the group of 37 transportation directors who participated
in Thompson's study were allowed to design the routing system for the

hypothetical school by any manual method they favored.
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The best set of routes developed by a member of the group of tran-
sportation directors involved 5 routes whose loads varied between 28
and 67 students and whose total traveling distance was 100 miles. The
best set of routes designed by a member of the group of school super-
intendents consisted of 5 routes whose loads ranged between 33 and 67
students and whose total traveling distance was 101 miles.

Newton's method was applied to the same hypothetical school for all
combinations of 4 bus capacities and 4 maximum allowable riding distances
or a total of 16 cases., Each case was run until Algorithm A was ex-
hausted at iteration or pass 49, i.e.. the Nearest City Approach generated
31 trial routes and Algorithm A generated 17 "infinite capacity" bus
routes., 177.133 seconds of computer time were used to develop the rout-
ing systems for the 16 cases or approximately 11 seconds per case. Most
of the solutions were accepted from oné of the last 3 trial routes ge-
nerated by Algorithm A as was expected. A summary of the results
appears in Table 1. |

Case 13 defined by a bus capacity of 54 students and a maximum
riding distance of 20 miles yielded the best routing system whose total
traveling distance was 94.5 miles. This represents a savings of 5.8%
miles with respect to the best set of routes developed by a transportation
director participating in Thompson's studysa. The best set of routes

for Case 13 is:
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THOMPSON DATA

31 STOPS SERVICED
252 STUDENTS TRANSPORTED
APPROXIMATELY 11 SECONDS CDC 6400 COMPUTER TIME PER CASE

L - CAPACITY MAX IMUM MINIMUM NUMBER DISTANCE NUMBER
: OF RIDING NUMBER ROUTES ROUTE : ANSWER
"CASE BUS DISTANCE ROUTES USED SYSTEM RATIO PASS
-1 72 20,0 mi. 4 5 97.0 mi, 1.48 44
n2 . .72 18,0 4 5 97.0 1,48 47
C 3 72 . 17.5 4 5 95,5 1,46 47
4 ;. 72 17.0 4 5 95.5 1.46 48
© 57 66 20,0 4 5 97.0 1.48 44
6 66 18.0 4 5 97.0 1.48 47
7 66 17.5 4 5 95,5 .. 1.46 - 47
-8 66 17.0 4 5 95.5 1.46 48
-9 60 . 20.0 5 5 95.5 1.46 AA
.10 - 60 18.0 5 5 95,5 1.46 47
‘11 60 17.5 5 6 103.5 1.54 47
12 60 17.0 5 6 106.0 1.58 46
13 54 20.0 5 5 9,5 1.44 A
14 54 . 18.0 5 6 102,0 1.52 47
‘15 54 17.5 5 6 102.0 1.52 47
16 54 17.0 5 6 105.5 1,57 47
Table 1 i
1
2 ) :




Number Route Load Miles

1 School-0-U-P-R-Q-RR-5-School 50 17.5
2 School-V-T-Z-W-School 50 16.0
3 School-Y-F-E-A-B-D-C-DD-School 50 23.0
4 School-X-G-H-HH-I-J-School 53 21.5
5 Schoo1-001K-LL-M-L-N-School 49 16.5

Cases 3, 4, 7, 8, 9 and 10 produced routing systems whose total
traveliﬁg distance was 95.5 miles. However, all the routing systems were
not identical. Cases 3, &, and 7 resulted in the same routing system;
case 8 yielded a second set of routes; cases 9 and 10 produced a third
routing system, Thus, by developing routing systems for various com-
binations of bus capacity and passenger riding distance constraints and
a fixed interstop distance matrix it may be possible to produce alter-
native routing systems whose total traveling distance is identical. A
routing system can then be selected from these sets upon the basis of
eithér bus load or individual route length variability or some other
statistic considered important by the school transportation personnel.
Studying alternate optimal solutions can be easily accomplished by us-
ing this computational procedure because of its speed and efficiency.

Boyer6 designed a set of bus routes, all of which start and end at
the school, to transport 575 students assigned to 45 bus stops for a
school in Hemnepin County, Minnesota. The problem involved a symmetric
interstop travel time matrix, a bus capacity constraint of 65 students,
and a riding time constraint of infinity. Since Boyer's method does
not require knowledge of all the elements of the interstop travel time

matrix, only 171 elements were listed in (6). The elements of the
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student load vector ranged between 1 and 33 students; the known elements
of the inte#stop travel time matrix varied between 1 and 23 minutes,
Although the absolute minimum number of buses needed to provide tran-
sportation fpr the school was 9, Boyer developed a routing system using
11 buses and:% requiring 413 minutes traveling time.

Newton"s procedure was applied to the same problems until Algorithm
A was exhausted. At iteration 51, i.e. the Nearest City Approach ge-
nerated 45 trial routes and Algorithm A generated 5 trial routes. A
routing system using 10 buses whose total traveling time was 394 minutes
with a lower bound of 221 minutes was developed in 13,392 seconds., The
quasi-optimal routing system, obtained from iteration 49 of this pro-
cedure, requires 4,.8% fewer minutes than Boyer's soliltion. The author
feels that a better solution would have been obtained with the complete

interstop travel time matrix. The best set of routes is:

Number Route Load' Time
1 §-22-23-§ 60 32
2 §-24-25-26-31-21-20-19-8 65 38
3 §-37-41-36-35-§ . 65 27
4 §-40-39-34-38-5 60 30
5 §-33-32-29-30~27-28-12-§ 57 62
6 §-6-13-11-5-1-§ 63 49
7 S-2-3-4=7-9-8-§ 56 48
8 S-10-43-42-8 62 36
9 S-44-45-18-17-§ 61 36

10 S-16-15-14-§ 26 36

Thus, Newton's method was able to obtain better routing systems

for the only two school bus routing problems which have appeared in the
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literature, The results for Thompson's data34 were pspecially encourag-
ing because experienced transportation directors can usually develop
almost optimum rsuting systems for problems involving 20-30 stops by
visual trial-and-error adjustment.

The rest of the problems f:om the literature which were solved by
this compututional procedure are delivery problems. Although, the
school bus scheduling problem and the delivery problem are conceptually
the same, differences which exist in them must be considered when
evaluating a heuriscic procedure.

The school bus scheduling prsblem is characterized by a large
number of stops which nust be serviced and & non-symmetric interstop

travel time matrix for reasons such as: restrictions imposed upbn the

' crossing of busy streets by students, one-way strzets and limited access

highways. The elements of the interstop time matrix usually have a
narrow range and a low variability because of the relativély smail area
serviced by a school and the restrictions imposed upon student walking
time to the bus stop. The elements of the student load vector also have
a narrow range and a low variability because of upper bounds usually
placed upon the number of students assigned to a bus stop to reduce the
noise level and the possibility of landscape damage in residential
areas. Moreover, the bus stops are usually arranged in groups because
of housing developments and the placement of bus stops along main
thorougﬂfares in spérsely populated areas. Even in sparsely populated
areas, no bus stop is really isolated, i.e. each stop is a relatively

short distance from either the school or any other stop designated by

_the school. Moreover, any computer based procedure for the school bus

scheduling problem must require little computer time in order to be of
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practical value to a school district because of the frequent updating
of routing systems necessitated by population fluctuations, changes in
school boundaries, and the building of new schools and lack of funds.,

The delivery problem is characterized by relatively few stops and
a symmetric interstop distance matrix whose elements usually have a
wide range and high variability bhecause of the large area serviced by a
warehouse or depot. Since no restrictions are placed upon customer
demands, the elements of the customer demand vector also have a wide
range and high variability. Moreover, the delivery stops are not
necessarily arranged in groups because customer demand is not area de-
pendent. Then too, any cumputer based procedure for the delivery
problem may require a great deal og computer time and still be accept-
able to a corporation which normally allocates ample funds for the
development of'routing systems,

These differences between the delivery problem and the school bus
scheduling problem are great enough to make the widespread interchange
of heuristic solution procedures infeasible. Therefore, an efficient
computational procedure which was designed primarily to handle routing
problems possessing the characteristics of the school bus scheduling
problem is not expected to be consistently superior with respect to the
quality of the routing systems developed when applied to delivery
problems. 7

Dantzig and Ramser14 developed a set of truck routes, all of which
start and end at the depot, to deliver 18200 gallons of materisl to 12
customers in 6000 gallon capacity trucks. The elements of the symmetric
interstop distance matrix varied between 5 and 52 units; the elements

of the customer demand vector ranged batween 1100 and 1900 galloms,
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The Dantzig and Ramser method produced a routing system using 4 rcutes
vhose total traveling distance was 294 units,

Clarke and W‘right9 developed a routing system for the same problem
requiring 4 routes covering 290'unité, the conjectured optimum,

Newton's procedure was applied to the same delivery problem until
Algorithm A was exhausted at interation 13. A routing system using 4
routeé whose total traveling distance was 304 distance units was de-
veloped in 1.117 seconds. The solution, obtained from iteration 5 of
this procedure, requires 3.4% more distance units than the Dantzig and
Ramsef solution and 4.8% more distance units than the conjectured
optimum,

- The set of routes developed by this procedure is:

Number Route Load Distance
1 0-6-7-5-0 4300 64
2 0-9-8-10-0 5300 92
3 0-11-12-4-3-0 : - 5700 120
4 0-2-1-0 2900 28

~ Clarke and W_’right:9 designad a set of truck routes, all of which
sfartlgnﬁ end at ﬁhe depot,.to deliver 104,300 pounds of goods to 30
custoﬁmgs in 14,000 pound capacity trucks. The elements of the
symmetric interstop distance matrix ranged between 3 and 98 miles; the
~ elements of the customer demand vector varied between 100 and 12,306
pounds. ‘The Clarke and Wrigh; so;utigng used 8 trucks, the absolute
minimum_pumber of t:pgks poss@?}e, and rgguired 1427 miles. qu‘the
same problem, the Dantzig and Ramser method14 produced a2 routing system

using 10 routes whose total traveling distance was 1766 miles., By
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visual trial-and-error adjustment, Gaskellla, developed a routing system

for this problem using 8 routes and covering 1416 miles.

Newton's procedure was applied to the same problem until Algorithm
A was exhausted at iteration 44. A routing system using 9 routes whose
total traveling time was 1544 miles was developed in 7.948 seconds.
The solution, obtained from iteration 5, required 97 more miles than
the Gaskell solution, 8.27% more miles than the Clarke and Wright method;
and 14,3% fewer miles than the Dantzig and Ramser solution.

The set of routes developed by this method is:

Number Route | Load Distance
1 0-6-5-~11-16-15~9-7-13-29-0 13700 215
2 0=12-1400223024222:223-0 13500 207
3 0-27-26-0 119200 199
4 0-8-10-19-0 8700 176
5 0-18-25-20-0 12200 150
6 £-2-1-21-17-0 8500 111
7 0-30-0 12300 136
8 0-28-0 9500 186
9 0-19-0 14000 164

Cochranlo'designed the routiﬁg systems for two delivery problems
using a modified Clarke and Wright method. Problem 1 involved 14,461
units to be delivered to 12 cuétomers in trucks of 4500 unit capacity.
The elements of the symmetric interstop distance matrix varied between
8 énd 315 uﬁits; the elements of the customer demand vector ranged bet-
ween 100 and 3726 units. The Cochran solution10 used 4 routes whose
total traveling distanéelwés 1433 units.

Newton's method was applied to Problem 1 until Algorithm A was
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erhausted at iteration 19. A routing system containing 4 routes whose
total traveling distance was 1383 units was developed in 1.717 seconds.
fhe solution, obtained from iteration l8 of this procedure, required
“3;6% fewer distance units than the solution produced by the modified
Clarke and Wright method. Although the relative locations of the
delivery stops are unawailable, the author feels that this computational
Aprocedure produced a superior solution because the delivery stops were
arranged in groups and thus Problem 1 resembled a school bus scheduling
problem,

The set of routes developed by this method is:

Number ' Route . - » " Load Distance
1 0-7-8-5-0 3290 185
2 0-14-0 | 13726 4hds
3 0f6-12-13-11-10-0 3745 478
4 0-4-3-2-9-0 3700 276

The?first two routes appeared in both routing systems.

| cochran's Problem 210 involved 1405 units of goods to be delivered
tokgd\customers in 120 unit capacity trucks. The elements of’the
s;mmetric interstopldistance matrin varied between 2 and 221 distance
units, the e1ements of the customer demand vector ranged between 15
Aand 100 units.b Using a modified Clarke and Wright method, Cochran
Adesigned a routing system using 14 trucks whose total traveling d1stance
’was 1468 distance units.
...... Thls computational procedure‘was applied to Problem 2 unt11
Algorithm A was exhausted at\1teration 31. A routing system uslng 14

AR

trucks whose tota1 traveling distance was 1486 distance units was



developed in 3,637 seconds. The solution, obtained from iteration 12
of this procedure, travels 1,2% more distance units than the solution
obtained by the modified Clarke and Wright method. Both solutions used
2 more trucks than the absolute minimum number of trucks possible. This
was due to the combination of customer demand loads, most of which were
greater than 50 demand units, and the location of the customers, i.e.
custc.aers in the same general area had total demands which exceeded the
truck capacity and thus one route could service only one or two stops.

The set of routes developed by this method is:

Numbexr Rbut:e | Load Distance
v 0-13~11-0 90 82
2 0-7-15-0 120 70
3 0-16-14-0 120 102
4 0-2-0 60 4
5 0-3-0 80 10
6 0-4-9-0 110 56
7 0-5-0 90 28
8 0-8-6-0 115 76
9 0-10-0 60 48
10 0-12-0 90 54
11 0-17-18-0 120 185
12 0-19-20-21-0 110 210
13 0-24-25-0 120 276
14 ' 0-23-22-26-0 120 285

Routes 1, 5, 6, 7, 10, 11, 12, 13, and 14 appeared in both routing
systems. I1f routes &4 and 9 aré merged into one route 0-2-10-0 which
requires 52 distance units, then the routing system will use one less
truck. However, the total traveling distance of the routing system with

the mergéd routes in this case happens to remain unchanged. Although
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 isolated customers.

the purpose c¢f a computer based routing procedure is to avoid visual
trigl-and-error adjustments which become less efficient and highly im-
practical as problem size.increases, this merging of two routes is
noﬁed as a point of interest.

Gaskell18 created four new delivery problems which were constrained
by both truck capacity and route length. Total route distance included
not only the number of units covered in traveling between delivery
stops but also an allowance of 10 miles for each customer serviced.
These problems were designed to compare the efficiency of variations of
the Clarke and Wright method with respect to groupings of stops and

Routing systems for each of these delivery problems were developed
by the Visual Method, a combination of trial-and-error adjustment and
manual permutation of groups of delivery stops. The routing systems
produced by. the Visual Method were the best available and therefore
were used to evaluate the routing systems developed by the computer
based variations of the Clarke and Wright method. Since these problems
involved at most 32 delivery stops, the time consuming Visual Method
produced optimal routing systems. However, for larger problems it would
be unable to compete with computer based procedures. Thus, the routing
systems devélqped by the computational procedure of this dissertation

will be compared primarily with the routing systems produced by

variations of the Clarke and Wright method, a computer based procedure.

-~ The- first problem, Case Study Number 3, involved 29,370 units to
be delivered to 32 cUstOmefoin 8000 unit trucks., Each route was not
to exceed 240 miles including the mileage allowance of 10 miles per

customer. -The elements of the interstop distance matrix varied between

66



1 and 118 miles; the elements of the customer demand vector ranged
between 40 and 4000 units. This case is characterized by a close group-
ing of some of the customers, a centrally located depot with respect

to 30 of the delivery stops and 2 customers located a great distance
from the depot.

The Visual Method yielded a routing system using 4 routes whose
total traveling distance was 813 miles. The best solution produced by
a variation of the Clarke and Wright method used 5 routez and covered
821 miles. However, the poorest solution produced by a variation of
the Clarke and Wright method used 5 routes and required 850 miles.

Newton‘s procedure was applied tb.Caéehétudy Number 3 until
Algorithm A was exhausted at iteration 39. It produced a routing system
using 5 routes whose total traveling distance was 886 miles. The so-
iution, obtained from iteration 23 of the procedure, required 7.97 more
miles than the best solution obtained by a variation of the 01ar£e and
Wright method. The reason that this computational procedure designed
a less desirable routing syétem,was the presence of the isolated de-
livery stops which are generally not present in the school bus schedul-
ing problem.

The set of routes developed by this method is:

Number Route Load Distance
1 0-17-24-23-22-20-21-18-19-15-14-0 6900 228
2 0-1-11-5-6-7-8-9-10-32-13-0 ‘ 7920 177
3 0-31-30-3-4-2-12-0 6350 222
4 0-29-28-27-26-25-0 - 7500 147
5 0-16-0 700 112
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-~ The second problem, Case Study Number &4, involved 22,500 units to
be delivered to 21 customers in 6000 unit trucks. Each route was to be
less.than 200 miles in length including the mileage allowance of 10
miles-per customer. The elements of the interstop distance matrix
varied between 3 and 83 miles; the elements of the customer demand vector
ranged between 100 and 2500 'units. ‘None of the customers are isclated
from eitﬁer'the depot or from other customers. The variability of the
'eleménts-Of the interstop distance matrix is relatively loﬁl

The Visual Method produced a routing system using 4 routes whose
total traveling distance was 585 miles. The best solution produced by
a variation of'the~clarke‘andVWright method used &4 routes and covered
' 598 miles. Howeéver, ‘the poorest solution produced by a variation of ‘the
Clarke'and‘Wrighf‘method used 4 routes and required 648 miles.

" Newton's procedure :was applied to Casze Study Number 4 until Al--
‘gorithm A was exhausted &t iter#tion 25. A routing system using 4 routes
whbse'tot31'traveling“diétance'ﬁas 593 miles was developed. ‘' The: solu-
tioﬁ,'obtained-from iteration 22 ‘of this procedure, required 1% :fewer
-‘miles than the best and 9% fewer miles than the poo?eStGrOuting‘systems
designed by variationé of the Clarke and Wright method.

The set of routes developed by this method is: S

203 :Number - ¢ : Route _ Load = '’ Distance
0-6=1-2-57=9-0 -~ - - 5600 173
0-10-8-3-4-11-13-0 " 5400 162
0-12-15-18-16-14-0 "< -~ 5500 " 126

4 Ui. 0e17-20-21-19-0 G- 6000 7 132

Routes 1 and 2 also appear in the routing system developed by the Visual



Method. Since none of the customers were isolated and the variability
of the elements of the interstop distance was low, Case Study Number &
pdssessed two of the characteristics of the school bus scheduling pro-
blem'and this computational procedure developed a superior routing
system,

The third problem, Case Study Number 5, involved 12,750 units of
goods to be delivered to 29 customers in 4500 unit capacity trucks.
Each route was not to exceed 240 miles including the mileage allowance
of 10 miles per delivery stop. The elements of the interstop distance
matrix ranged between 1 and 121 miles;_the elements of the cuztomer
demand vector varied between 100 and 3100 units. This problem was
characterized by a loose grouping of customers located at various dis-
tances from the depot. Gaskell considered this to be a difficult
»problgmﬂ

The Visual Method designed a routing system containing 4 routes
whose total traveling distance was 876 miles. The best solution pro-
ducgd_by a variation of the Clarke and Wright method used 5 routes and

.requi;ed 9&3 miles. However, the poorest routing system developed by a
vyaf;g;iqn.pf ;hg Clarke and Wright metho& involved 5 routes covering
1017 miles.
T_“Ngytonfg‘mgthod was appliedrto Case Study Number 5 until Algorithm
LA:ggg,gghaégggﬁia; itgraﬁion 33. A routing system using 5 routes whose
;ggﬁ;pgrafg}ing dis;an¢e was 913 miles was developed. The solution,
obtained from iteration 30 of this procedure, required 3.37% fewer miles
t@aﬁ;qhgibeqt,ﬁnd%};,B% fewer“miles_than_the poorest routing systems

designed by variations of the Clarke and Wright method.
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The set of routes developed by this method is:

Number Route Load Distance

1 0-21-14-8-9-17-12-11-10-28-18-0 4125 220
2 0~15-16~7-13-0 1000 156
3 0-26-28~27-25-24-29-0 2850 234
4 0-3-6-1~4-5-2-0 3975 216
5

0-22-20~19-0 800 87

Again, this computational method producg@ a superior routing system
because the customers were arranged loosely in groups, a characteristic
of the school bus scheduling problem.

The fourth problem, Case Study Number 6, involved 10,189 units of
goods to be delivered to 22 customers in 4500 unit capacity trucks.

Fach route was not to exceed a length of 240 miles including the mileage
allowance of 10 miles per delivery. The elements of the interstop dis-
tance matrix ranged betwgen 4 and 145 miles; the elements of the

customer demand vector varied between 60 and 4100 units. Some of the

‘customers are loosely arranged in groups with the distance between

customers greater than the distance between neighboring stops in other

problems. Cme customer is isolated at a relatively great distance from
the devot.

‘The Visual Method produced a routing system involving 5 routes whose
‘total traveling distance was 949 miles. The best solution produced by a

variation of the Clarke and Wright method used 5 routes and required

955 miles. However, the poorest solution produced by a variation of

the Clarke and Wright method required 6 routes covering 1015 miles.
Newton's procedﬁré'wés aﬁplied to Case Study Number 6 until Al-

gorithm A was exhausted at iteratiom 25. A routing system involving 6
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routes whose total traveling time was 1009 miles was developed. The
s_olut:iqn, obtained from iteration 14 of this procedure, requires 5.')%
more miles than the best solution produced by a variation of the Clarke
and Wright method.

The set of routes developed by this method is;

Number  Route 1 Load Distance
1 0-14-17-15-16-3-2-0 1144 227
2 0-11-13-6-1-0 775 156
3 0-10-0 4100 78
4 0-12-9-5-4=8=7-0 2700 200
5 0-18-19-22-20-0 1295 216
6.

Coe 0=21-0 175 132

Routes,,‘z, 3, and 6 appgared in both this rduting system and the
one developed by the Vi'sual_ Mgt_’hod._. 17.406 ;econds of computer time
were us,e@ to solve the las‘t _four‘prqblems. Again, as a point of in-
terest, if routes 2 and 6 are merged_to form the route 0-21-11-13-6-1-0
which‘rquirgsﬁ A27_5_m:l,les, ‘then the routing system will contain one less
,:ptt_g:evagci__, the ‘,tqt_a}_,traveli'n_g d:l_stan_ce_ will oe reduced to 996 miles.'

Ne_wtp_n_g's p:;or.:_t_adqpe, §3V91,°Pe_‘; primarily to handle the school bus

scheduling. problem, behaved as was to be expected when applied to eight

B delivery problems from the literature. When the delivery problem pos-

sessed some of the characteristics of the school bus scheduling problem,
this computai:ional method produced a superior routing system. On »t:he

- other hand, when the delivery problem invoi.:d isolated customers and
many customers who were not even loosely grouped in areas, then this
,‘gqp;pp;_l;'a,;t;‘_:l,ong_gl_i, ';ng:t;_hod'_lp‘rogqged az‘.les‘s__ desfirgblg roq;ing syétefg‘ ?t_han the

other computer based methods. However, the number of extra miles
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required by the routing systems developed by this computational procedure
never exceeded the best solution generated by a variﬁtion of the Clarke
and Wright method by more than 8.2% which occurred in the Clarke and
Wright 30 stop problemg. Thus, from a practical standpoint, this com-
putational procedure performed at an acceptable level even when applied
to delivery problems possessing characteristics which the method was not
designed to handle.

Since the ratio of thé toﬁ#l ﬁraveiing time“;;.disténée reéuired by
the set of routes developed divided by the lowex bound on the total
traveling time or distance is used not only to assess the efficiency of
the routing system but to form a criterion for the acceptance or rejec-
tion of a sét of routes as the quasi-optimal solution for the problem
being considered, an examination of this ratio with respect to the
problems from the literature is warranted. _

A summary of the results obtained by applying this computational
prbéedure to two school bus scheduling and eight delivery problems
from the literature is given in Table 2, The column labeled % gives
the percentage by which the method of this dissertation either exceeded
or improved the total number of time/distance units requifed by the
‘bést'routing system developed by a computer based procedure for each
problem being considered. 1In the case of the Thompson-31 stop problem;4,
fouting'syStems developed by manual methods were the only ones
available,

By observation, the ratio of the total traveling time/distance for
a routing system divided by the lower bound on the total traveling
time/&istance yieldsnlittle information about the relative efficiency

of a routing System developed by this coﬁputational procedure in
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SUMMARY OF RESULTS FOR PROBLEMS IN THE LITERATURE

TOTAL TIME/DISTANCE ROUTE SYSTEM
, " ROUTE SYSTEM LOWER BOUGND RATIO %
|\ raowpson-31 sTops | %.5 65.5 44 | -5.8
i"inomn-as stops - ©394,0 221,0 1.78 | -4.8
i)ANTZIG & R.AMSER-lZ szrops " 304.0 145.0 2.10 +4.8
CLARKE & wnmm-so STOPS 1544,0 868.0 1.78 +8.2
COCHRAN-IZ STOPS. 1383.0 816.0 1.69° -3.6
COCHRAN-25 STOPS. 1486,0 383.0 3.88 +1.2
!GASKELL #3- 32 STOPS - 886.0 620.0 1.43 +7.9
GASKELL #4-21 STOPS - 1593.0 432,0 1.38 -1.0
‘ GASKELL #5 29 STOPS - 913.0 590.0 1.55 -3.3
| GASKELL #6 22 szrops 1009.0 626.0 1.61 +5.7

Table 2




comparison with one generated for the same problem by another computer
based method or thé conjectured optimum routing system attainable.

The ratio seems to be sensitive to the range and variability of
the elements of the interstop travel time/distance matrix and the
grouping of stops as evidenced by the Thompson-31 stop problem.‘34 and

the Gaskell #4-21 stop problem18

. Both of these problems had inter-
stop travel time/distance matrices whose elements had a narrow range
and low variability and the stops were arranged in groups. Moreover,
both of these problems also had low ratios.

This ratio appears to reflect the effect of using more than the
absolute minimum number of routes required as evidenced by the Cochran-
25 stop problemlo. The routing system developed for the problem con-
tained two more than the absolute minimum number of routes required and
the ratio was 3.88.

The fouting éys;em developed by Newton's procedure for the Dantzig
and Ramser-12 stop problem14 traveled 4.8% more distance units than
the conjectured optimal routing system whose total traveling disﬁance
was 290 distance units and the ratio was 2.10. However, the ratio of
the total traveling distance for the conjectured optimal routing system
divided by the lower bound on the total distance equals 2.0,

Although the ratio ie a relatively poor predictor of tﬁe'degree of
optimality attained by a routing system developed‘by any method, it can
still be used as a criterion for terminatingﬁthie computational pro-
cedure. Knowledge of reasonable_ratios which can be expectedifor a
routing system develeped forfe‘school'will be acqeired after experience
with this procedure has been gained.

Although this computational procedure has proved to be efficient
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with respect to the quality of routing systems developed and with re-
spect to the amount of computer time used to solve ten problems from

" the literature, no problem involved more than 45 stops, the Boyer dataﬁ.
A thorough evaluation of a heuristic procedure requires that its
efficiency be also examined for problems of the size which it would be
expected to handle iu the real world.

Thus, 18 problems involving up to 120 bus stops were created from
tables of random numbers to examine the computer time required to
develop routing systems for problems involving various numbers of stops.
The elements of the interstop travel time matrices ranged between 2 and
20 minutes; the elements of the student load vector varied between 1
and 9., These ranges of values were selected because they satisfied the
characteristics associated with the school bus scheduling problem.

All problems were constrained by a student riding time of 45 minutes
aud all prohlems were run uutii Algorithm A was exhausted, i.e;{no
further trial routes could be generated. A summary of the results ap~
pears in Table 3.

By observation, it appears that the lower bus‘capacity for;a pro-
blem involviug the same number of bus stops requires slightly less
computer time. This is due to the fact that the individual routes
contain fewer bus stops than the routes for buses of 1arger capacity
and the amount of time required to improve each 1ndlvidua1 route is
decreased. |

Moreover, it seems that the quasi-optimal routing system is
usually selected from an iteration whose trial route was generated by
Algorithm A. This evidence also appeared when routing systems were

developed for ten prﬁélems from the literature and thus bears out the
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conjecture that better trial routes tend to partition into better sets
of routes.

‘Since, this computational procedure was able to develop routing
systems for problems involving IZQ stops in approximately seven minutes,
it is considered to be efficient with respect to computer time usage
and therefore would be of practical value to a school district.

Finally, to examine the worth of Newton's procedure with respect
to a real world situation, it was applied to four schools in the
Williamsville Central School District, a rapidly growing suburban area
in Western New York.

This district maintains a fleet of 78 buses which service ten
elementary schools, two middle schools and three secondary schools
located within the 42 square mile area of the district and twenty
private and special schools outside the district. Furthermore, it is
anticipated that ten new schools will be added to the school system
within the next five years. Therefore, the Williamsville Central
School District expects to be continually faced with a complex school
bus routing p:pblemzand.exp:essed_aigreat interest in using a practical
cémputer based methed fqr,designing,itsvsghool bus routes.

. The t;apsporﬁagion director and the assistant to the superintendent
ofdschgglg ;eques;ed that Newton's procedure be applied to Academy
Elementary School, Forest Elemen;ar9.8§hool, Squth Senior High School,
anﬁxDpdgeiElgmentary School. The first three schools service the
egtabl;ghed,_densgly popula;ed part of Williamsville. Dodge Elementary
School isalocated_in the new, sparsely populated section of ;he are;.

For each school, the school administrators designated the bus

stqpshon”a.large‘map of the area and assigned students to the stops
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from census tracts. Each bus stop was assigned two labels, a road code
number and a map number,

The interstop travel distance matrices were then developed manual-
ly by using a map reader. Two people developed the matrices for the
four schools in approximately forty hours. The elements of the inter-
stop distance matrix were then multiplied by a time factor, specified
by tﬁe school adﬁiﬁistrgtu:s, to convert the distance matrix into an
interstop travel time matrix. This time factor was large enough to
include the time spent in servicing a stop. Since the school adminis-
trators felt that variability in travel time was negligible when con-
aidéring all the routing systems collectively, no attempt was made to
include the effects of this variability.

The élémepts of the inﬁerstop travel time matrix for the Academy
SChbe varied between 0.5 and 14 minutes or 0.25 and 7 distance units;
the elements of the student load vector ranged between 2 and 44. The
1argé.e1eﬁents of the student load vector were due to the high density

of the population in the area serviced by the Academy School and the

lumping of points by the school administrators. The results of apply-

ing this computational pfbégdure'to the Academy School data is -~

summarized in Table 4. The routing system developed by this heuristic

procedure requires 40% fewsr distance units and 1 bus less than the -
éﬁfféﬁﬁwigﬁtiﬁg:§yszém'uséd'by the school.

' The elements of the interstop travel time matrix for the Forest

School ranged between 0.5 and 14 minutes or 0.25 and 7 distance umits;

the elements of the student load vector varied between 1 and 30
students. The Forest School is located in a high population density

area. The results of applying Newton's method to the Forest School
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data is summarized in Table 5., The routing system developed by this
computational procedure requires 38% fewer distance units than the
current routing system used by the school. However, both routing
systems use 10 buses when the bus capacity is 67 students., Because of
the lumping of bus stops, the routing systems required more than one
extra bus over the absolute minimum number of buses required when the
bus capacity was reduced to 57 and 52,

The elements of the interstop travel time matrix for the South
Senior High School varied between 0.5 and 22 minutes or 0.25 and 11
distance units; the elements of the student load vector ranged between
1 and 41 studeﬁts. These large student load elements were due to lumping
of bus stops by the school administrators, The results of applying
this computational procedure to the South Senior High School data is
summarized in Table 6, The routing system developed by Newton's
procedure requires 25% fewer distance units and one less bus than the
current routing system used by the school.

The elements of the interstop travel time matrix for the Dodge
School varied between 0.5 minute and 35 minutes or 0.25 and 17.5
distance units; the elements of the student load vector rénged between
1 and 27 students, All the routes for the Academy School started from
the South Senior High School, all the routes for the Forest School
started from the Academy School and all the routes for the South
Senior High School started from the garage. However, the Bus routes
for the Dodge School can start at any of éix origins, ’The results of
applying Newton's procedure to the Dodge School data is summarized in
Table 7. The routing system used by this heuristic procedure requires

177% fewer distance units and two less buses than the current routing
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system used by the school. Since this problem involved 96 stops, a
study was made to examine Ehe effect of limitations upon the number
of trial routes‘generate&; By obserﬁation, it can be noted in Table
7 that increasing the number of iterations allowed for each case used
considerably more computer time buf did not usually reduce the total
number of distance units required by the routing system.

fhe application of Newton's computation61 procedure to four
actual school bussing pfoblems demonstrated its effectiveness., It
was able to develop-routihg'syétems which were'superior to the routing
systems currently used by these schools with'réspect to the distance
traveled and the nqmber of buses used. Moreover, it was able to
produce these higﬁ;qualityirouting systeﬁs using‘an operationally

acceptable amount of computer time.
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SIS S

VII. SUMMARY AND RECOMMENDATIONS

The model developed in this dissertation is a general one which
utilizes variables that are applicable to all school systems. It
repregents a significant improvement over the manual and other computer
based methods available in that it genmerates routing systems which are
efficient with respect to the total mileage traveled and the number of
routes required using a minimal amount of computer time, Moreover, it
routes buses from school-to-school in addition to developing the in-
dividual routes for a school.

A review of the work accomplished during this study leads to the
following recommendations for future efforts in the automatic design
of school bus routes:

1. The manual calculation of the elements of the interstop

distance matrix is tedious, error prone, and time
consuming. Therefore, a great need exists for a

computer based procedure for developing an accurate,
non-symmetric interstop distance matrix involving 50-120
bus stops located in either demsely or sparsely populated
areas.,

2, A computer based procedure for determining a student

load vector whose elements could be constrained by student
walking distance and size of load at a stop would be
useful.

3. 1In order to avoid the development of a routing system

involving a combination of full bus loads and half filled
buses and a combination of maximum length and very short

routes, a need exists for a method which would balance the
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3.

sizes of the bus loads and the lengths of the individual
routes.

Since government aid is usually given to school districts
for every bus load of a certain size, it would be useful
to be able to specify both upper and lower limits on

bus capacity.

School distric;s are interested in the cost associated with
a transportation system. Therefore, it would be useful

to be able to develop routing systems with respect to
minimizing a cost function which would include the effects
of the total mileage traveled and the size of the buses
used,

A great need exists for o computer based procedure which
would optimally assign all the routes which a particular
bus would service between the time it left the garage

and returned,
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APPENDIX

The Appendix contains a listing of Program BUS2 which generates
bus routes and schedules for a multi-school system by means of the
method described in this dissertation. Program BUS2 is written in

FORTRAN IV for the CDC 6400 computer.
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